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Abstract 
Grey forecasting theory is an approach to build a prediction model with limited data to produce better forecasting results. 

This forecasting theory has an elementary model, represented as the GM(1,1) model , characterized by the first-order 

differential equation of one variable. It has the potential for accurate and reliable forecasting without any statistical 

assumption. The research proposes a methodology to derive the modified GM(1,1) model with improved forecasting 

precision. The residual series is forecasted by the GM(1,1) model to modify the actual forecasted values. The study 

primarily addresses two fundamental issues: sign prediction of forecasted residual and the procedure for formulating the 

grey model. Accurate sign prediction is very complex, especially when the model lacks in data. The signs of forecasted 

residuals are determined using a multilayer perceptron to overcome this drawback. Generally, the elementary model is 

formulated conventionally, containing the parameters that cannot be calculated straightforward. Therefore, maximum 

likelihood estimation is incorporated in the modified model to resolve this drawback. Three statistical indicators, relative 

residual, posterior variance test, and absolute degree of grey indices, are evaluated to determine the model fitness and 

validation. Finally, an empirical study is performed using actual municipal solid waste generation data in Saudi Arabia, 

and forecasting accuracies are compared with the linear regression and original GM(1,1). The MAPEs of all models are 

rigorously examined and compared, and then it is obtained that the forecasting precision of GM(1,1) model , modified 

GM(1,1) model, and linear regression is 15.97%, 8.90%, and 27.90%, respectively. The experimental outcomes 

substantiate that the modified grey model is a more suitable forecasting approach than the other compared models. 

 

Keywords- GM(1,1) model, Linear regression, Multilayer perceptron, Maximum likelihood estimation, Forecasting. 

 

 

 

1. Introduction 
Professor Deng Julong proposed the idea of the grey system in the year 1982 to model problems 

with limited information (Balochian & Baloochian, 2020). This theory has numerous applications 

in distinct natural and social science areas, and time series prediction is a primary application. The 

Grey theory of forecasting is an epoch-making embranchment of grey system theory (Liu & Xie, 

2019). The GM(1,1) model is an elementary grey forecasting model which is represented by the 

first order differential equation with single variable. Therefore, it is also called the first-order grey 

model. It is derived using limited data points (4 or more), but the results have adequate accuracy. 

So, it has been implemented in many specialized fields of economy, manufacturing, agriculture, 
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and power with high precision results (Hu, 2020; Hu et al., 2020; Li & Zhang, 2021; Zeng et al., 

2020). Municipal solid waste management (MSWM) has emerged as a critical issue from the local 

to the global level. It directly affects the environment, water, soil, and most critically human health. 

Generally, MSWM operations are administered by local government bodies, so it is the most 

challenging issue for civic bodies. An effective and efficient administration is possible through 

proper planning and resources needed for different operations involved in MSWM. The need for 

resources only depends on the amount of municipal solid waste (MSW) generated. The MSW 

generation data is started to record for a few years, so MSWM bodies lack data. Therefore, the grey 

forecasting model is a potential approach to predict future MSW generation. However, different 

variants of the grey model are utilized in diverse disciplines and exhibited potentially satisfactory 

results. Still, numerous studies divulge that there exists a likelihood to enhance the model 

performance further. 

 

The research derives a modified grey model by incorporating residuals in original forecasted 

values. The sign of residual is predicted through multilayer perceptron (MLP) to add or subtract 

residual into corresponding forecasted value. The model parameters can be determined using a 

statistical method such as maximum likelihood estimation (MLE) and an optimization approaches 

that minimizes the error function. Nowadays, metaheuristic algorithms are most prevalent to 

optimize the nonlinear error function. These algorithms comprise many optimization algorithms, 

namely particle swarm optimization, grey wolf optimization, flower pollination, gravitational 

search, Cuckoo search, differential evolution, evolution strategy etc. (Mirjalili et al., 2014). A 

modified particle swarm optimization and cuckoo search algorithm have been applied to optimize 

the nonlinear reliability function of a complex system (Kumar et al., 2017; Pant et al., 2017a). 

Kumar et al. (2019a) have also implemented the multi-objective grey wolf optimization algorithm 

to optimize the reliability cost functions of the residual heat removal system of a nuclear power 

plant safety system and the life support system in a space capsule (Kumar et al., 2019b). These 

algorithms have been used to solve the system of nonlinear equations (Kumar et al., 2018; Pant et 

al., 2019). Additionally, the literature demonstrates that many nature-inspired algorithms have also 

been implemented to compute the parameters and optimal value of complex nonlinear functions 

(Negi et al., 2021; Pant et al., 2017b; Uniyal et al., 2020). 

 

The study optimizes a nonlinear error function to estimate the model parameters using MLE to 

enhance the forecasting precision. The key reasons prompt to derive the modified model. First, 

MLP predicts the sign of residuals with high precision, which is required if the observed data 

sequence has few elements. Second, MLE is used to estimate the model parameters through error 

optimization. MLE does not involve any assumption, while the formulation of original GM(1,1) 

assumes background variables in parameters estimation. The empirical study is performed to 

demonstrate the model validation and forecasting precision. The behaviour of three statistical 

indicators is assessed to verify the model validation. A comparative analysis is shown among the 

linear regression, original grey model, and modified grey model based on the forecasting errors. 

 

The grey system theory has been implemented in different areas, namely agriculture (Zeng et al., 

2020), medicine (Shen et al., 2019), management (Xuemei et al., 2019), environment (Javed et al., 

2020), decision-making (Xuemei et al., 2019), energy (Li & Zhang, 2021), business and economy 

(Hu et al., 2020). It majorly encompasses grey sequence generation, grey theory and mathematics, 

relational analysis, forecasting, model building, decision-making, and system control (Lee & Tong, 

2011). Generally, GM(1,1) model is implemented on real-world data and generates promising 

results with a small data set (4 or more data points). This model yields the most reliable results for 
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non-negative data sequences of the exponential form (Wu et al., 2019). The amount of MSW is 

increasing exponentially around the globe, including Saudi Arabia. The factors of this tremendous 

growth are rapid increment in population, socio-economic development, fast industrialization, 

urbanization, and steady improvement in living standards (Araiza-Aguilar et al., 2020). Numerous 

studies have been published on improved GM(1,1) models with enhanced precision. Hu & Jiang 

(2017) have successfully applied an enhanced GM(1,1) model on actual data of power demand in 

China. Hu and Jiang’s model amalgamates the residuals in predicted series and signs of residuals 

have been predicted using an artificial neural network (ANN) (Hu & Jiang, 2017). A similar 

approach has also been implemented by Hsu & Chen (2003). Li and Zhang have applied the 

interpolation method to modify the original data sequence and optimize the background parameters 

(Li & Zhang, 2018). Hsu and Wang have used Bayesian analysis and genetic algorithms to compute 

the grey model parameters (Hsu & Wang, 2007; Wang & Hsu, 2008). These models have also been 

adopted to predict the data in the advanced technology industry, such as integrated circuit 

manufacturing. A neural network-based GM(1,1) model incorporating genetic programming has 

been introduced to predict the oil and energy consumption of China (Hu & Jiang, 2017; Lee & 

Tong, 2011; Yang et al., 2016). Intharathirat et al. (2015) has performed grey relational analysis to 

determine and rank the waste generation influencing factors. The Univariate and multivariate grey 

models are derived to predict the amount of waste. The performance comparison has displayed that 

the univariate grey model has predicted better than naïve and trend curve analysis. Additionally, 

the multivariate grey model, called the grey model with convolution integral, has considered the 

most significant influencing factor as input to predict the waste generation amount and has 

exhibited most forecasting precision than the univariate grey model (Intharathirat et al., 2015). A 

similar multivariate grey model is implemented to predict electronic waste generated from mobile, 

computer, and television (Duman et al., 2019; Kiran et al., 2021). 

 

The content of the article is structured into seven sections. Section 1 concentrates on the grey theory 

of forecasting and its applications both in theoretical and practical domains, and section 2 

introduces linear regression and derivation of original GM(1,1). Section 3 illustrates the modelling 

methodology, consisting of the residual model, model parameters estimation, and MLP for residual 

signs prediction. Section 4 describes three statistical indicators to validate the model and compare 

the accuracy, and section 5 illustrates the empirical study. Section 6 analyses and compares the 

forecasted results of the implemented model with the original grey model and linear regression 

along with model validation. Section 7 discusses the outcomes and presents the conclusion along 

with future work. 

 

2. Linear Regression and Original GM(1,1) Model 

2.1 Linear Regression 
The linear regression model is the most prevalent statistical method to analyse the linear 

relationship between two or more variables. A simple linear regression model of one independent 

or explanatory variable, x  and one dependent or estimated variable, y  is defined by the following 

linear equation: 

y x                                                                                                                                       (1) 

 

where,  is a constant or intercept, while   is called regression coefficient or slope.  and   are 

calculated by the least square method. 
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2.2 GM(1,1) Model 
The GM(1,1) model belongs to the category of homogeneous exponential growth models to predict 

time series. The basic operations in modelling involve computation of cumulative sequence, inverse 

cumulative operation, formation of the grey differential equation, and the estimation of parameters, 

namely developing coefficient and control variable. The precision of forecasting is substantially 

influenced by the growing trends of a raw data sequence, and a smooth data sequence with nearly 

exponential growth deliver more precise results. The GM(1,1) model construction needs more than 

four consecutive data items with equal intervals and a differential equation to describe the original 

data sequence. Therefore, few data items are sufficient to characterize the original raw data 

sequence and model parameter estimation. This section illustrates the GM(1,1) modelling basic 

operations, namely: (1) Accumulated Generating Operation (AGO): Most consequential 

characteristics of the grey system theory that recognizes the hidden consistency in the actual 

sequence to increase the prediction precision, decrease the arbitrary features of data series and 

produce new cumulative data sequence (2) Inverse Accumulated Generating Operation (IAGO): It 

utilizes difference method to reconstruct the monotonic sequence and obtain predicted sequence 

(3) Grey Modelling: It comprises the formation of a differential equation, and it’s parameter 

estimation. Following are the steps involved in building the original GM(1,1) model. 

 

Step I: Raw Data Representation in Time Series 
The original non-negative raw data sequence provided by any system is considered as follow: 

            0 0 0(0) 1 , 2 ,..., , 4W w w w n n  , 

 

where,    0
,  1,2, , ;w k k n  is the data item in the time series at period k , and n  represents 

the total number of observed periods. 

 

Step II: Computation of AGO and Formation of the Grey Differential Equation 

AGO converts the grey system into the white system and identify development trend in grey data. 

Perform the AGO function at 
(0)W  to generate the new sequence, which is monotonically 

increasing, as follows: 

   
 

 
 

  
1 11(1) 1 , 2 ,...,W w w w n . 

 

where,    1
w k  is computed from 

       1 0

1

,  1,2,...,
k

j

w k w j k n


  . 

 

The above monotonic series is represented by the following grey differential equation: 
       
1

1dw k
uw k v

dk
                                                                                                                (2) 

 

u  and v  are coefficients of the grey model, and u  is known as developing coefficient, and v  is 

called endogenous control variable or the grey input, and entirely depend on background 

information. The solution of the above differential equation gives the predicted value 
   1

ŵ k  

with 
       1 0ˆ 1 1w w . After solving equation (2), the expression of 

   1
ŵ k is given as:  
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          1 0ˆ 1 exp 1 ,  2,3, ,
v v

w k w u k k n
u u

 
      
 

. 

 

Step III: Parameter Estimation 

The least-square method is applied to estimate u , and v . Assume parameter sequence â , 

 ˆ ,
T

a u v  and â  can be computed using the following formula as follows: 

   
1

ˆ ,
T T Ta u v A A A B



                                                                                                            (3) 

 

where, 

   
   

   

1

1

1

2 1

3 1

1

A

n







 
 
 

  
 
  

             1 1 1
1 1 ,  2,3, ,k w k w k k n       . 

           0 0 0
2 , 3 , ,

T

B w w w n 
  . 

 

where, A  and B  are data array and data column respectively, 
   1

k  is intermediate 

computational value. Generally, the value of  is assumed as 0.5 for simplification, but this 

assumption is not always optimal. Therefore, u  and v  entirely depend on 
   1

k , which is 

extremely difficult to calculate. 

 

Step IV: Computation of IAGO and Generation of Predicted Sequence 

Perform IAGO to revert the AGO and reconstruct the monotonic sequence to find the forecast value 
   0

ŵ k . 

           0 1 1ˆ ˆ ˆ 1w k w k w k   . 

 

Therefore, 

             0 0ˆ 1 exp 1 exp 1 ,  2,3, ,
v

w k u w u k k n
u

 
      

 
                                    (4) 

 

where, 
       0 0ˆ 1 1w w  holds. 

 

Now, the forecasted series will be 
            0 0 0(0)ˆ ˆ ˆ ˆ1 , 2 ,...,W w w w n . 

 

3. Modelling Methodology 
A modified grey forecasting model is derived and applied to the actual data of MSW generation to 

uncover the forecasting power. Various statistical indicators are computed to perform the model 

validation, and forecasted results are compared with the GM(1,1) model and linear regression. 
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Modelling methodology involves five steps as follows: (i) Derivation of original grey model (ii) 

Construction of residual grey model (iii) Computation of model parameters using maximum 

likelihood estimation (MLE) (iv) Residual sign estimation using MLP (v) Finally, the combination 

of the original and residual model along with signs to derive the modified model. 

 

This research embodies MLP based estimated signed residuals with the original GM(1,1) to 

construct a more powerful forecasting model. The MLP has the potential to predict the signs of the 

residuals more accurately. Therefore, integration of residuals significantly increases the forecasting 

precision, which is extensively demanded in the future estimation of MSW generation. MSWM 

planning and infrastructure development depend on forecasted MSW generation. The procedure of 

modified model building is outlined in Figure 1. The following subsections explain the detailed 

process of deriving the modified grey model. 
 

 

 
 

Figure 1. The procedure of developing a modified grey model. 
 

 

3.1 Residual GM(1,1) Formulation 
The original grey model is applied to the residual sequence to determine forecasted residuals. 

Residual series is a sequence of differences of corresponding values between the original series 
(0)W  and forecasted series 

(0)Ŵ . A sub-model is constructed that contains two primary operations, 

namely residual series forecasting and sign estimation. The original GM(1,1) model is applied on 

absolute residual series 
(0)E  to obtain the predicted residual sequence 

(0)Ê  , and the MLP 

technique is used to determine the signs of forecasted residuals. Then, residuals with the computed 

signs are combined with the original forecasted series to obtain the final modified predicted 

sequence. The computational algorithm to implement the sub-model is explained as follows. 
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Step I: Generate Forecasted Series 

Construct the forecasted sequence 
(0)Ŵ . 

 

Step II: Generate Residual Series 

Yield absolute residual series value as follows. 
              0 0 0 0

2 , 3 ,...,E e e e n . 

 

where, 
           0 0 0ˆ ,  2,3, ,e k w k w k k n   . 

 

Step III: Construct Residual Model 

Now, forecasted residual 
   0

ê k  can be given in similar ways of  (0)ŵ k , as: 

             0 0ˆ 1 exp 2 exp 1 ,  3,4, ,e
e e

e

v
e k u e u k k n

u

 
      

 
                                  (5) 

 

where, initial condition 
       0 0ˆ 2 2e e  holds and eu  and ev  is termed as developing 

coefficient and control variable for residual series, and entirely depend on the intermediate 

information. 

 

The forecasted residual series will be 
            0 0 0(0)ˆ ˆ ˆ ˆ2 , 3 ,...,E e e e n . 

 

Step IV: Perform Integration of Residuals 

The improved forecasted value 
   0

ŵ k  is determined by summing up signed 
   0

ê k  with

   0
ŵ k . The expression of 

   0
ŵ k  is shown as follows: 

             0 0 0ˆ ˆ ˆ ,  1,2, ,w k w k s k e k k n                                                                          (6) 

 

where, ( )s k  represents the sign of residual  ê k . Generally, ( )s k  depends on the method used 

for sign estimation. Lee and Tong (2011) have implemented a genetic program to determine the 

sign of residual. While Hsu and Chen (2003), and Hu and Jiang (2017) have proposed an ANN 

based algorithm to estimate the signs. In this paper, the computation of ( )s k  is performed through 

the proposed MLP based method. The detailed formulation of this method is explained in the next 

section. 

 

3.2 MLP Based Residual Sign Estimation 
Artificial intelligence (AI) techniques have emerged as the most powerful computational tool to 

solve time series forecasting problems in the recent decades. Much of the literature published 

contains a massive number of applications of different AI techniques. Among the vast number of 

AI techniques, ANNs are the most common method applied in time series forecasting (Lin et al., 

2018). ANNs are analogous to real biological neural networks but in uncomplicated form and 

designed to simulate the operations of real brains (Tang et al., 2019; Zhang et al., 2019). A simple 
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biological neural model and corresponding computational neural model architecture are shown in 

Figure 2. The fundamental element of processing in ANNs is a neuron, also called a node. It takes 

the input signal from subsequent neurons or external sources and performs some processing to 

generate output (Elsheikh et al., 2019). Each input has a certain level of significance for other inputs; 

therefore, distinct weights are assigned to each input. Then, a function ( )   is computed on a 

weighted sum of inputs, as shown in Figure 2. This function is called the activation function, and 

it may be linear and nonlinear. The objective of the nonlinear activation function is to produce 

nonlinearity in output. It is fundamentally essential as a large volume of real-world data are 

nonlinear; therefore, it is required that neurons must be able to learn nonlinearities to solve realistic 

problems. Each activation function has a particular type of mathematical expression and receives a 

single value for computation. The mathematical expression of output Y at any node is shown in the 

following equation. 

1

( )
m

ki i

i

Y w x b


   . 

 

There are numerous activation functions in practice, namely logistic, hyperbolic tangent, rectified 

linear unit (ReLU), and other nonlinear functions. The logistic activation function is used to 

implement MLP and has the following mathematical expression. 

( ) ,
1

x

x

e
x x R

e
  


. 

 

where, ( )   lies between 0 and 1. 

 

 
 

Figure 2. Simple biological neural versus computational neural model. 

 

 

The objective of ANNs building is to develop computer systems with adaptive learning and 

generalized processing capabilities like human brains. They can solve large and complex systems 

having numerous interconnected parameters without requiring the characteristics of the system. 

They can be trained to detect similar types of inputs and generate a specific output corresponding 

to that input. ANNs have numerous types of neural network architectures to solve time series 

forecasting problems. Among these architectures, most used is MLP which is also called a 

multilayer feed-forward neural network and consists of three or more perceptron (neuron) layers: 

input layer, an output layer, and a minimum one hidden layer (Sun & Huang, 2020). Neurons in 

one layer are connected to another layer only in the forward direction. The general architecture of 

the MLP is depicted in Figure 3 (Heidari et al., 2019). The accuracy of the ANNs model mainly 

depends on the training of the neural network as in this phase network iteratively adjusts initially 
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assigned weights to learn the relationship between input and output. Many training algorithms exist 

to train the MLP, but the backpropagation algorithm (BPA) is the most prevailing among these. 

The basic principle of BPA permits propagating the error in the backward direction, which 

facilitates the improvement of the weights. This backpropagation is performed iteratively to 

minimize the loss function, which is the difference between the actual value and the model 

predicted value. After each iteration, weights approach optimal values, giving minimum loss and 

providing the most precise predicted output. In BPA implementation, the gradient descent (GD) 

technique minimizes the loss function. The GD algorithm searches the local or global minima of 

the loss function iteratively. The loss function in MLP with backpropagation is the mean squared 

error E shown in the following equation (Qu et al., 2019). 

 
2

1

1
ˆ

2

N

i i

i

E y y
N 

  . 

 

where, iy is the actual value corresponding to input ix  while ˆ
iy  is calculated value for the input 

ix . 

 

 
 

Figure 3. A typical MLP network with backpropagation. 

 

 

A two-input with one hidden layer MLP network is designed to estimate the signs of predicted 

residual sequence. For model implementation, a variable ( )r k  is assumed to simulate the sign of 

thk  residual. If the 
thk  residual has a plus sign, then ( )r k  will have value +1, and in all other 

conditions, it will be 0. Now, consider ( )s k  represents the sign of 
thk  residual which is defined 

as follows: 

 

 

1;  if 1
( )  ; 1, 2, ,

1;  if 0 

r k
s k k n

r k

 
 

 

. 
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Now, from equation (4), (5), and (6), the modified forecasted value 
   0

x̂ k is derived below:

             

           

0 0

0

ˆ 1 exp 1 exp 1

                                   1 exp 2 exp 1e
e e

e

v
w k u w u k

u

v
s k u e u k

u

 
      

 

 
     

 

                           (7) 

 

where, 1,2, ,k n . 

 

3.3 Model Parameter Estimation: MLE Method 

Since parameters u and v depend entirely on the background value 
   1

k , which is very 

tedious to calculate. Therefore, the MLE approach is proposed to compute model parameters. This 

approach is entirely independent from the computation of 
   1

k . The following equation is 

established to implement the estimation of the MLE-based parameters. 

 

Assume an independent variable it , indicates year number, i.e., k  and dependent variable iy  , 

which represents the amount of waste generated in that year, now the following equation will 

always hold. 

         0
1 exp 1 exp 1 ;  1,2, ,i i i

v
y u w u t i n

u


 
       

 
 

         0
1 exp 1 exp 1i i i

v
y u w u t

u


 
      

 
                                                                 (8) 

 

Since MLE estimates the parameters of a probability distribution function (pdf), therefore, it is 

considered that residuals  e i  indicate errors i  and are assumed as random variables which are 

independent and identically distributed and follow the normal distribution with mean   and 

variance 
2 . The pdf of the normal distribution 𝜀𝑖 ∼ 𝑁(𝜇, 𝜎2) is given in equation (9). 

 
2

2

1 2

1 1
, ,..., | , exp

22

i
nf

 
    

 

  
      

                                                             (9) 

 

Now, substitute i  from equation (8) in the above equation 

 
         

2
0

2

1
1 exp 1 exp 1

2 2
1 2

1
, , , | , , ,

2

i i

v
y u w u t

u

nf t t t u v e


 
 

  
        

   . 

 

Assume, 0  , 
2

1  , 2u   and 3v  . Now, the above equation will be: 
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 
         

2

0 3
2 2 0

1 2

1
1 exp 1 exp 1

2

1 2 0 1 2 3

1

1
, , , | , , ,

2

i iy w t

nf t t t e


  

 
   



  
         

                           (10) 

 

Famous British statistician Sir Ronald Aylmer Fisher proposed that the likelihood function is pdf 

of the data, which is the function of parameters. The likelihood function computes the goodness of 

fit of the statistical model to an observed data set for a set of values of unknown model parameters. 

So, values of parameters are estimated for maximum fitness of model to observed data, which 

means maximization of the likelihood function. Now, the likelihood function L  of random 

variables i  can be represented as: 

 1 2 0 1 2 3

1

, , , | , , ,
n

n

i

L f t t t    


 . 

 

Now, putting function value from equation (10) in the above equation. 

         
2

0 3
2 2 0

1 1 21

1 1
exp 1 exp 1 exp 1

22

n

i i

i

L y w t


  
 

   
               

 . 

 

The log-likelihood equation of L  is given by: 

         
2

0 3
1 2 2 0

1 1 2

1
ln ln 2 1 exp 1 exp 1

2

n

i i

i

LL L y w t


   
 

   
                 

  

         
2

0 3
1 2 2 0

1 1 1 2

1
ln ln 2 1 exp 1 exp 1

2

n n

i i

i i

LL L y w t


   
  

  
            

  
   (11) 

 

MLEs of 
0 1 2, ,   and 3 is obtained by solving equations

0

0
LL


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
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
, 
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



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3

0
LL







. 
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2 2 0

10 1 2

1
1 exp 1 exp 1

n

i i

i

LL
y w t


  

  

  
            
                               (12) 
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 



   01it 
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                    (14) 

         

     

0 3
2 2 0

13 1 2 2

2 2

1
1 exp 1 exp 1

                                                               * 1 exp exp 1

n

i i

i

i

LL
y w t

t


  

   

 



  
             

  


                         (15) 

 

MLEs of   are the values of   that maximize the likelihood function L  or log-likelihood 

function LL . For these values of   , i.e., set of model parameters, the model is most probable to 

predict the data most close to the observed data. 

 

4. Indicators of Forecasting Model Validation 
The implemented models must be investigated according to certain indicators and must satisfy the 

criteria before forecasting. In statistics, various indicators can be employed to examine the model 

validation. Three indicators have been implemented to assess validation performance; these are 

relative residual, absolute degree of grey indices, and posterior variance test. The computation of 

each indicator is given as follows: 

 

4.1 Relative Residual 
Relative residual is percentage error (PE), in which predicted values are compared with 

corresponding actual values to examine the relative errors whether they meet the requirement. The 

relative residue of the grey model is  i , as the formula: 

 
 

 

       
   

0 0

0 0

ˆ
100%

i w i w i
i

w i w i





   , where,          0 0ˆi w i w i                             (16) 

 

The mean absolute relative residual or mean absolute percentage error (MAPE)   is given as: 

 
1

1 n

i

i
n

 


                                                                                                                              (17) 

 

The accuracy of the model is 
0p as the formula: 

 0 100p  
. 
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The proposed model can be categorized into four discrete classes of forecasting accuracy depending 

on the value of
0p (Hu & Jiang, 2017). The value of 

0p and corresponding accuracy category are 

shown in Table 1. 

 

 
Table 1. The forecasting accuracy grade table. 

 

p0 [90%, 100%] [80%, 90%) [50%, 80%) [0%, 50%) 

Forecasting accuracy High Good Reasonable Weak 

p0 ≥ 80% is the requirement of model validation. 

 

 

4.2 Posterior Variance Test 
The posterior variance test is a statistical method based on the evaluation of variance and 

probability distribution of residuals. Two pivotal indexes of precision, namely posterior variance-

ratio C  and posterior probability P  are computed to quantify the class of the model. The 

condition of high forecasting accuracy, C  should be as minimum as possible and P  should have 

as maximum as possible value. According to C  and P values, the accuracy of the model can be 

quantified into four distinct forecasting accuracy classes, namely “high, good, reasonable, and 

weak” (Wang et al., 2020). The posterior variance ratio C  is computed as: 

2

1

S
C

S
                                                                                                                                          (18) 

 

where, 
      
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S w i w
n 
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1
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i

S i
n

 

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Average of the original sequence, 
 0

x  and residual series,   are formula as: 

     0 0

1

1 n

i

w w i
n 

   and  
1

1 n

i

i
n

 


  . 

 

The posterior probability P  is given as: 

  10.6745P P i S                                                                                                      (19) 

 

 
Table 2. The forecasting accuracy quantification table. 

 

C 0.35  0.45  0.50  0.65  

P 0.95  0.80  0.70  0.70  

Forecasting accuracy High Good Reasonable Weak 

 

 

4.3 Test of Absolute Degree of Grey Indices 
It is also called the correlation degree test, which determines the degree of similarity between 

observed and forecasted curves. Based on general intuition, more closeness between curves implies 
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more similarity in change pattern means high correlation. The correlation degree is   as the 

formula: 

 
1

n

i

i 


 . 

 

where,  i  is correlation coefficient of 
 0

Ŵ  and 
 0

W  as the formula: 

 
   
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1 1
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min max
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i n i n

i n

i i
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  


  

   

 





                                                                                (20) 

 

where,  0,  1   is called resolution ratio or distinguishing coefficient 0.5  . In general,   must 

be greater than 0.6 for high correlation, which implies better forecasting (Ren et al., 2020). 

 

5. Empirical Study 
Cleanliness is one of the essential factors of sustainable urban development to maintain a clean 

environment and protecting resident’s health. MSW is one of the major sources that significantly 

affect cleanliness. Therefore, MSWM has emerged as a crucial concern to the local governments. 

The MSW planning and demand of resources depend substantially on the amount of waste that will 

be managed. Accurate forecasting is a mandatory prerequisite to developing an effective MSWM 

plan, as it can provide the optimal number of resources. Therefore, finding the precise prediction 

of MSW generation is very important. A real case of MSW generation in Saudi Arabia is studied 

to illustrate the precision of the modified grey forecasting model. The historical annual municipal 

solid waste generation from 2010 to 2016 is considered to estimate the unknown parameters of the 

model, i.e., training data set and data of the year 2017 and 2018 are employed as ex-post testing. 

After computation of parameters, the equations of simple linear regression, original GM(1,1) and 

modified GM(1, 1) models are given as: 

 

GM(1,1) Model: It is applied to the studied waste generation time series to obtain the forecasting 

equation. The parameters a  and b  are estimated using equation (3) and put in equation (4), then 

equation (21) is derived, as follows: 
      0

7ˆ 11362.691 0.  06 202e 513xp 1 , 2,3, ,7x k k k n                                       (21) 

 

Modified GM(1,1) Model: The parameters a  and b  of both models are estimated using MLE 

equations (12), (13), (14), and (15). The estimates of a  and b  are put in equation (7) and equation 

(22) is shown as: 
      

    

0ˆ exp 1

                 

9607.054 0.1024146589

4 154.00       e p4 0.2018948 1x ,  1,2 ,8 ,1

x k k

s k k k n

 

 



 
                 (22) 

 

The sign ( )s k  is predicted using the MLP as explained in section 4.2.2. 

 

Linear Regression: The linear regression equation coefficients  and   are estimated using the 

least square method, and coefficient estimates are put in equation (3) to get equation (23), as follows: 
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643.61 10693.29y x                                                                                                        (23) 

 

6. Result and Discussion 

According to the studied literature, it can be concluded that various methods can be used to predict 

the amount of MSW generation. These methods can be broadly categorized into three categories: 

time series forecasting, multivariate analysis, and AI models. In the above prediction methods, the 

fundamental factor that significantly affects the forecasting capability of the model is the training 

data size, which defines the significance of their predictions. The available MSW generation data 

is limited in size and generally exhibits an exponential trend. Therefore, all these methods with 

limited data and exponential trends are not appropriate. Then, in this condition, it is suitable to 

construct the grey model to determine the MSW generation forecasting. In the study, the original 

GM(1,1) and modified GM(1,1) models are derived, and linear regression is also considered to 

compare the implemented model performance. The empirical study is performed, and the amount 

of MSW is predicted using the above three models. Before evaluating the modified GM(1,1) model 

performance and explaining the significance of results, the validation of two models is performed 

as follows. 

 

The original and modified grey model validation is performed based on three criteria demonstrated 

in section 4. Table 3 summarizes the performance of statistical indicators for both original and 

modified models’ validation. The values of relative residual criterion p0 of the original GM(1,1) 

and modified GM(1,1) models are 94.39% and 97.89%, respectively. According to Table 2, it is 

concluded that both models lie in the high category of forecasting accuracy, as their p0 values lie 

in the interval of (90%, 100%). Additionally, the criteria p0 clearly shows that the modified model 

exhibits high precision compared to the original GM(1,1). For the original GM(1,1) model, the 

values of the test of the absolute degree of grey indices are C = 0.44, P = 0.86, which lie in the 

good forecasting accuracy, and the value of post variance test 𝜉 = 0.6 also lies the in the good 

forecasting accuracy. Similarly, for the modified GM(1,1) model, the values of the test of the 

absolute degree of grey indices C = 0.22, P = 1.00 and post variance test 𝜉 = 0.67 belong to the 

high forecasting accuracy. Finally, the test of the absolute degree of grey indices and post variance 

test validate the grey and modified grey models with good and high forecasting accuracy, 

respectively. Therefore, it can be concluded that both models are valid and reliable, but the modified 

model displays greater prediction accuracy. 

 

 
Table 3. The comparison of statistical indicators. 

 

Validation 

Indicator 

GM(1,1) Modified GM(1,1) 

Value Forecasting accuracy Value Forecasting accuracy 

0p  5.61 High 2.19 High 

C  

P  

0.44 

0.86 
Good 

0.22 

1.00 
High 

  0.60 Good 0.67 High 

 

 

The study considers the linear regression, original GM(1,1) and modified GM(1,1) models to 

simulate and predict the amount of MSW generation in Saudi Arabia from 2010 to 2018. The 

simulative and forecasted data, along with the actual data, are displayed in Table 4. These data 
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represent that the MSW generation in Saudi Arabia is nonuniform. It has increased from 2010 to 

2017, while it has decreased from 2017 to 2018. Table 4 and Figure 4 present the forecasted results 

of the applied models and compare them with actual values. Figure 5 depicts the distribution of 

fitting and forecasting PE of all models. In Table 4, the MAPE of linear regression, GM(1,1) and 

modified model for model fitting data (2010-2016) are and 1.73% , 5.61%, and 2.19% respectively 

and for test data set (2017-2018) are 27.90%, 15.97%, and 8.90% respectively. The modified 

GM(1,1) model is more powerful in forecasting the MSW generation amount the original GM(1,1) 

and linear regression, as it has the lowest prediction MAPE among all models, while linear 

regression is slightly more powerful in simulation as compared to the modified GM(1,1) model. 

This result exhibits that the modified grey model has exceptional performance. 

 

The ex-post testing accuracy analysis indicates that the modified GM(1,1) model exhibits more 

precision of prediction than other models. It has a lower error of 8.90%, compared to errors of 

15.97% and 27.90%. One remarkable observation can be seen in the results that the linear 

regression model exhibits slightly higher prediction accuracy than the other two models in the 

training data phase. The linear regression errors, original and modified grey models in training are 

1.73%, 5.61% and 2.19%, respectively. The errors of the three models in ex post-testing are 27.90%, 

15.97% and 8.90%. These values imply that the modified model demonstrates a substantially higher 

accuracy than the original GM(1,1) and linear regression in this phase. Therefore, it can be 

confidently deduced that the modified model is superior to the other two models in terms of future 

forecasting. The key criteria for evaluating a forecasting model should be more concentrated on 

generalization ability than model fitting. The Linear regression model experiences over-fitting as 

the regression line is very close to the original curve in the training phase while very far ex post-

testing, shown in Figure 4. Therefore, linear regression cannot be generalized for good forecasting 

results. In contrast, the modified grey model has more capability of generalization than the original 

grey model, as the modified model exhibits lower errors than the original GM(1,1), depicted in 

Figure 5. Finally, it can be concluded that the modification approach significantly increases the 

performance and reliability of the original grey model. 

 

 
Table 4. Comparison of forecasted values and performance measurement of different models. 

 

Year 
Actual data 

 (Unit: 103 tons) 

GM(1,1) Modified GM(1,1) Linear Regression 

Forecasted Error* Forecasted Error* Forecasted Error* 

2010 11,555 11,555.00 0.00     11555.00 0.00 11336.90 -1.89 

2011 12,048 12,152.53 0.87 12048.00 0.00 11980.51 -0.56 

2012 12,560 12,997.28 3.48 12470.75 -0.71 12624.12 0.51 

2013 13,093 13,900.75 6.17 13894.41 6.12 13267.73 1.33 

2014 13,646 14,867.02 8.95 13453.05 -1.41 13911.34 1.94 

2015 14,220 15,900.46     11.82 14785.89 3.98 14554.95 2.36 

2016 15,752 17,005.73 7.96 16236.07 3.07 15198.56 -3.51 

MAPE# (%) (2010-2016)                                  5.61                                      2.19 1.73 

2017 24,213 18,187.83 -24.88 21541.67 -11.03 15842.17 -34.57 

2018 20,930 19,452.11 -7.06 19514.88 -6.76 16485.78 -21.23 

MAPE# (%) (2017-2018)                             15.97                               8.90 27.90 

*Refer to equation (16); # Refer to equation (17); Data Source: (General Authority for Statistics, 2018). 
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Figure 4. Trends of forecasted and target values. 

 

 

 
 

Figure 5. Distribution of forecasting percentage errors. 
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7. Conclusions 
Accurate forecasting of MSW generation is very complex since it depends on various influencing 

factors such as population growth, urban settlement, economic development, and increasing living 

standards. Therefore, an accurate forecasting model is demanded for better MSWM planning and 

accurate resource prediction. The GM(1,1) model is modified by incorporating residuals through 

MLP based sign prediction to forecast the MSW generation precisely. The modified model is 

applied to actual data of MSW generation and compared with the original grey model and linear 

regression. The goodness-of-fit tests verify that the precision of modified GM(1,1) is qualified for 

accuracy class “high” (C = 0.22, P = 1.00, 𝜉 = 0.60), while the GM(1,1) belongs to class “good” 

(C = 0.44, P = 0.86, 𝜉 = 0.60). The linear regression model experiences over-fitting as forecasting 

accuracy is very high in training data p0 = 1.73%, while very low p0 = 27.90% for testing data. The 

MAPEs of all models is rigorously examined and compared, and then it is obtained that the GM(1,1) 

forecasting precisions, the modified GM(1,1), and linear regression is 15.97%, 8.90%, and 27.90%, 

respectively. The modified grey model achieves the lowest MAPE in post forecasting; therefore, it 

can be stated that the residual correction approach can substantially increase the precision of 

forecasted results over the original prediction. 

 

The future work and limitation of the study are given as follows. The implemented model is 

monotonic exponential in nature; therefore, it is a modelling prerequisite. Various influencing 

factors such as rapid growth in population, socio-economic development, fast industrialization, 

urbanization, and improvement in living standards impact the amount of waste generation, but the 

model does not incorporate these factors as input variables to predict the waste generation amount. 

A study can be performed to consider the maximum possible influencing factors to produce better 

forecasting results. Furthermore, the modified GM(1,1) model does not need a large sample size 

and is less complex than other statistical and AI models. Besides the above, the reliability and 

forecasting accuracy of the model has also been demonstrated with empirical study, so it can also 

be utilized in other research areas. Based on the literature analysis, it can be concluded that 

metaheuristic algorithms are a potential option to optimize the error function for computing the 

model parameters. These algorithms have been implemented in various studies to compute the 

parameters and optimal value of nonlinear functions. Nowadays, researchers from different fields 

are exploiting the power of metaheuristic algorithms to solve their optimization problems. 
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